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IMPLEMENTING DOCUMENT CLASSIFICATION IN PYTHON AND EVALUATING RESULTS

In our article, we will cover general information about machine learning, its main types, as well as the most important libraries for machine learning in Python. Machine learning is one of the main methods for demonstrating data science in general. In machine learning, the computational and algorithmic capabilities of data science are combined with approaches, and the result is a set of data mining approaches, mainly related to the efficiency and theory of computation. Document classification plays an important role in the archiving department, they classify pre-defined documents and store them in a digital archive. Relevance of the topic In digital archives, document classification is an important process for many document preservation organizations. In the course of the study, a technology for testing the use of deep learning algorithms is being created. Deep learning, i.e. deep structured learning, is part of a broad group of machine learning methods based on artificial neural networks. Learning cannot be controlled, partially controlled or controlled.

Keywords: Machine learning, Artificial neural networks, Python, Scikit-learn, Keras, TensorFlow.

Introduction

«Machine learning» this term sometimes effectively solves all data problems. Although the possibilities of these methods are enormous, they must be used effectively. Machine learning is often considered part of the field of artificial intelligence. The program is trained on real data and can then be used to predict and understand various aspects of the data from new observations. At a basic level,
Machine learning can be viewed in two main ways. Machine learning with the help of a teacher called be supervised learning, without the help of a teacher machine learning called be unsupervised learning. Machine learning for teachers involves modeling data labels and corresponding labels. Once a model is selected, it can be used to label new, previously unknown data. It is divided into classification and regression tasks. In classification, labels are discrete categories, while in regression they are continuous variables. Untrained machine learning involves modeling the features of a dataset without any features. These models include tasks such as clustering and dimensionality reduction. Clustering algorithms are used to extract individual groups of data, while reduction algorithms are designed to find compressed representations of data. There are partial teaching methods that combine the advantages and disadvantages of the two original methods.

Deep learning, i.e. deep structured learning, is part of a broad group of machine learning methods based on artificial neural networks. Learning cannot be supervised, partially supervised or supervised [1].

Document classification is an important task in the office, which is designed to classify pre-defined documents and store them in a digital archive. Document classification is an important process for many organizations when storing digital documents. In the course of the study, a technology for testing the use of Deep learning algorithms is being created.

If we consider the stages of classification on three grounds, according to the location of documents, analysis of textual information, content [2].

When classifying our documents, textual and visual are divided. NLP is used in sentiment analysis to analyze words and phrases in research [3].

Currently, deep learning convolutional neural networks are becoming a powerful tool for recognizing CNN layers.

This research focuses on the use of deep learning for document classification. In this study, a complex classification and compilation of documents is performed. In CNN deep learning, eight pre-trained layers prepared by ImageNet are trained from scratch on a dataset and then trained and classified to train the CNN.

This study examined the effect of image types on the accuracy of deep learning and transfer learning, as well as the effect of image types on crack level classification. The results show that the CNN models have the highest accuracy on the pooled image during deep zero training. In deep learning methods, Convolutional Neural Networks are known to use CNNs for computer tasks. The role of CNN in image classification is huge, it is modern and competitive, effective for complex work [4].

Unlike video analysis methods, CNN does not require manual generation of rules and automatically extracts multilevel features [5].
Materials and methods

Python is an object-oriented language with multiple inheritance. We can say that Python supports the classic OO model with some peculiarities. Classes in Python can have static variables that are common to all instances of the class, but cannot have static methods. All methods are class instances.

The Python programming language appeared in 1991 and quickly gained popularity and became a recognized language for machine learning. It is characterized by the ease of use of high-level programming languages. Learn how to load and visualize data, perform statistical calculations, process images, and more in Python. There are libraries for Let’s take a closer look at the most popular Python machine learning libraries: Scikit-learn, PyTorch, Caffe, TensorFlow, Keras, OpenCV and TensorFlow [6].

Scikit-learn is one of the oldest and once popular libraries for training neural networks. It was created in 2007 and is still a reliable tool in areas such as classification, regression, clustering, modeling.

Keras is an open source library written in Python for interacting with artificial neural networks.

Basic principles of the scikit-learn library’s statistical evaluation API:
- uniformity lies in the fact that all objects have the same interface and are based on a limited set of methods;
- visibility of the given values of control parameters as public attributes;
- limited object hierarchy, Python language classes are used only for algorithms, data sets are presented in standard formats;
- the integration of many machine learning problems can be expressed as a sequence of low-level algorithms;
- sensible values sets appropriate initial values for option templates required by the library. In practice, these principles make learning the Scikit-learn library easier.

Often, using the Scikit-learn Statistical Estimation API involves the following steps: a model class is selected by importing the appropriate class from the Scikit-learn library; select the hyperparameters of the model by creating an instance of this class with the appropriate values; put data into feature matrix and target vector; train the model on your data; applying the model to new data.

TensorFlow - is currently the most popular machine learning library, meaning it is a very useful library for our work. It has a simple intuitive interface that facilitates the implementation of neural networks, is ideal for developing complex projects such as building multi-layer neural networks, and its training methods are constantly being improved. Let’s take a closer look at the architecture of the TensorFlow library. It works with a static calculation schedule. First, the graph is set, then the calculations begin, if necessary, changes are made to the architecture and the model is retrained. This approach was chosen for reasons of efficiency, but...
many modern machine learning tools are able to take into account changes in the learning process without a significant loss in speed. The TensorFlow library can be used to perform numerical calculations. In this library, these calculations are done using graphs called data flow. In these graphs, the vertices are mathematical operations, and the edges are data, usually represented as multidimensional arrays or tensors connected by these edges. The name «TensorFlow» comes from artificial neural network computations with multidimensional data and tensors, literally «tensor flow». Tensors are the core objects in TensorFlow and are implemented as n-dimensional arrays of data that allow you to represent data in complex dimensions. Each dimension can be thought of as a separate label [7].

Our documents are saved to disk. In our study, 6 classes were identified and supplemented.

Picture 1 – The number of classes of our work is planned, at the moment 6 classes have been recruited.

Picture 2 – Registration of diplomas of higher education issued in an individual name
The existing algorithms and strategies of the classification task allow to reduce the error in half of the document image [8]. Let's take a look at our exploration of these collected documents using the Python programming language. Let's write a function that calculates the confidence level of the scanned text, further illustrating our work in the Python programming language: AlexNet is a convolutional neural network that has greatly influenced the development of computer vision machine learning algorithms. In 2012, The Big Network won the IMAGENET Icsvc-2012 image recognition competition (15.3 % error rate, 26.2 % runner-up). The architecture of AlexNet is similar to the LeNet network created by Yann LeCun. However, AlexNet has many per-layer filters and built-in convolutional layers. The network includes summation, maximum pooling, collapse, data pooling, ReLU activation functions, and stochastic gradient descent.

Features of AlexNet. Relu is used instead of the arc tangent as an activation to add non-linearities to the model. Due to this, the speed is 6 times higher than the accuracy of the method.

Results and discussion
Using a drip instead of a corrector solves the problem of retraining. However, the reading time is doubled with a drop rate of 0.5.

Unions are closed to reduce the size of the network. Due to this, the error rate at the first and fifth levels will decrease to 0.4 percent and 0.3 percent, respectively.

A convolutional neural network (CNN) differs from the other two models in that each layer in a CNN has a known convolution operation, hence the name «convolutional» neural network. The weights in CNNs are distributed among neurons, similar to the communication patterns between neurons in the animal
visual cortex, which was apparently a network inspired by a biological process. Typically, the results of multiple convolutional layers used sequentially in a CNN are reduced with a pooling layer to speed up the process. Thus, a maximum pooling layer or a global pooling layer is often added after the convolutional layers.

The results obtained using various deep learning methods and simple machine learning methods are compared. It also includes a comparative analysis of the effectiveness of various submission methods.

Switch to the main function: image scanning:

Picture 4 – The process of checking the documents we have collected

Picture 5 – Lists of students are shown.
It was then extended to the complex task of generating features (signatures) for image classification, often constructed as a combination of CNN and LSTM [9].
Unlike video analysis methods, CNN does not require manual classification of documents and can automatically extract the required features of the layers [10].

The above will do the following:
- Scans an image buffer or image file.
- Pre-processes the image.
- Starts the Tesseract engine with predefined options.
- Calculates the confidence level of the received image content.
- Draws a green bar around readable text elements with a confidence score greater than 30.
- Search for specific text in captured image content.
- Highlights or edits found matches with the search text.
- Readable text fields, displays a window with selected or edited text.
- Creates the text content of an image.
- Prints a summary to the console.

So, one of the most popular tools for machine learning is Python. In our study, the Python programming language allows us to work with many machine learning libraries such as Scikit-learn, PyTorch, Caffe, TensorFlow, OpenCV.

Conclusions
It must be said that machine learning has become an integral part of our lives, from medical diagnosis to subsequent treatment and social networking. One of the most popular machine learning tools is Python, which combines power and
ease of use. It allows you to work with many machine learning libraries such as Scikit-learn, PyTorch, Caffe, TensorFlow, OpenCV.
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ВНЕДРЕНИЕ КЛАССИФИКАЦИИ ДОКУМЕНТОВ В PYTHON И ОЦЕНКА РЕЗУЛЬТАТОВ

В нашей статье мы рассмотрим общую информацию о машинном обучении, его основных видах, а также самых важных библиотеках для машинного обучения в Python. Машинное обучение – один из основных методов демонстрации науки о данных в целом. В машинном обучении вычислительные и алгоритмические возможности науки о данных сочетаются с подходами, и в результате получается набор подходов к интеллектуальному анализу данных, в основном связанных с эффективностью и теорией вычислений. Классификация документов играет важную роль в архивном отделе, они классифицируют заранее определенные документы и хранят их в цифровом архиве. Актуальность темы в цифровых архивах классификация документов является важным процессом для многих организаций по сохранению документов. В ходе исследования создается технология тестирования использования алгоритмов глубокого обучения. Глубокое обучение, то есть глубокое структурированное обучение, является частью широкой группы методов машинного обучения, основанных на искусственных нейронных сетях. Обучение нельзя контролировать, частично контролировать или контролировать.
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